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Course Information

• Course website: https://lrjconan.github.io/UBC-CPEN455-DL/

• Fundamental topics in deep learning

• Assumes basic knowledge about calculus, linear algebra, probability

• You can look at the 1st homework to get some feeling

• Assumes familiarity with Python programming (e.g., finishing programming assignments)

• Assumes familiarity with LaTeX (e.g., writing homework and project report).

https://lrjconan.github.io/UBC-CPEN455-DL/


Course Information

• Lecture: Tue. & Thu. 12:30 to 2:00pm, 310 Hugh Dempster Pavilion

• Tutorial: Mon. 1:00 to 2:00pm, 1005 Forest Sciences Centre

• Office hour: 2:00 to 3:00pm, Wed., Fred Kaiser 3028 

• TAs: Qi Yan (qi.yan@ece.ubc.ca), 

Sadegh Mahdavi (smahdavi4@gmail.com)

Felix Fu (strive2p@student.ubc.ca)

Qihang Zhang (anchor.zhang95@gmail.com)

• All lectures will be delivered in person without recording

mailto:qi.yan@ece.ubc.ca
mailto:smahdavi4@gmail.com
mailto:strive2p@student.ubc.ca
mailto:anchor.zhang95@gmail.com


Course Information

• Tutorial is important: we will cover basic Pytorch programming, example code of 
models introduced in the class, explanation of homework/assignment solutions, some 
supplementary course materials, etc.

• Use Piazza for discussion & questions (actively answer others’ questions get you bonuses)

https://piazza.com/ubc.ca/winterterm22024/cpen455

• Use Canvas for submitting homework, assignments, etc.

https://piazza.com/ubc.ca/winterterm22023/cpen455


Course Information

• Expectation & Grading:

• [20%] 2x Homework

• [30%] 3x Programming Assignments

• [20%] 2x In-class Quiz

• [30%] Course Project

• [3% Extra Credits] Participation

Check the course website for more information, e.g., due dates and grading policy. All work 
must be done individually.



Course Information

• How to get free GPUs for your course project?

1. Google Colab: https://research.google.com/colaboratory/

Google Colab is a web-based iPython Notebook service that has access to a free Nvidia K80 
GPU per Google account.

2. Google Compute Engine: https://cloud.google.com/compute

Google Compute Engine provides virtual machines with GPUs running in Google’s data 
center. You get $300 free credit when you sign up.

• Strategy of using GPUs

1. Debug models on small datasets (subsets) using CPUs or low-end GPUs until they work

2. Launch batch jobs on high-end GPUs to tune hyperparameters

https://research.google.com/colaboratory/
https://cloud.google.com/compute
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What is Deep Learning?

• Definition from Wikipedia:

Deep learning (also known as deep structured learning) is part of a broader family of machine 

learning methods based on artificial neural networks with representation learning.

• Key Aspects:

Data: Large (supervised) datasets, e.g., ImageNet (14 million+ annotated images)

Model: Deep (i.e., many layers) neural networks, e.g., ResNet-152

Learning algorithm: Back-propagation (BP), i.e., stochastic gradient descent (SGD)
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• Binary input and output 

• Heaviside step function
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History of Deep Learning (Connectionism)

• Artificial Neurons (McCulloch and Pitts 1943) 

• Hebbian Learning Rule (Donald Hebb 1949)

𝑥1
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𝑦

…
…

Linear Unit:

Learning Rule:

Cells that fire together wire together!
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• Artificial Neurons (McCulloch and Pitts 1943) 

• Hebbian Learning Rule (Donald Hebb 1949)

• SNARC (Minsky and Edmunds 1951)

Image Credit: https://www.the-scientist.com/foundations/machine--learning--1951-65792

In 1951, Marvin Minsky and Dean 

Edmunds build SNARC 

(Stochastic Neural Analog 

Reinforcement Calculator), the 

first artificial neural network, 

using 3000 vacuum tubes to 

simulate a network of 40 neurons.

https://www.the-scientist.com/foundations/machine--learning--1951-65792
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History of Deep Learning (Connectionism)

• Artificial Neurons (McCulloch and Pitts 1943) 

• Hebbian Learning Rule (Donald Hebb 1949)

• SNARC (Minsky and Edmunds 1951)

• Perceptron (Frank Rosenblatt 1958)

Frank Rosenblatt working on the Mark I Perceptron (1956).

Mark I Perceptron can classify 20x20 images.

Image Credit: https://www.reddit.com/r/interestingasfuck/comments/e8a8oy/frank_rosenblatt_with_a_mark_i_perceptron/
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• Hebbian Learning Rule (Donald Hebb 1949)

• SNARC (Minsky and Edmunds 1951) 

• Perceptron (Frank Rosenblatt 1958)

• Discovery of orientation selectivity and columnar organization in the cat’s visual cortex 

(Hubel and Wiesel 1959)

Image Credit: https://braintour.harvard.edu/archives/portfolio-items/hubel-and-wiesel

Their breakthrough discoveries about 

the visual system and visual processing 

earned them the Nobel Prize for 

Physiology or Medicine in 1981.

https://braintour.harvard.edu/archives/portfolio-items/hubel-and-wiesel
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Image Credit: http://harveycohen.net/image/perceptron.html

In 1969, Marvin Minsky and Seymour Papert publish a book, 

“Perceptrons: An Introduction to Computational Geometry”, 

highlighting the limitations of simple neural networks, e.g., 

Perceptrons can not solve XOR problem.

This book contributed to the so-called AI winter of the 1980s.
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• The “Perceptrons” book (Minsky and Papert 1969)

• Neocognitron (Fukushima 1979)
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History of Deep Learning (Connectionism)

• The “Perceptrons” book (Minsky and Papert 1969)

• Neocognitron (Fukushima 1979)

Inspired by the model proposed by 

Hubel & Wiesel in 1959, Fukushima 

proposed the first convolutional neural 

network architecture for Japanese 

handwritten character recognition.

Image Credit: https://medium.com/appyhigh-technology-blog/convolutional-neural-networks-a-brief-history-of-their-evolution-ee3405568597

https://medium.com/appyhigh-technology-blog/convolutional-neural-networks-a-brief-history-of-their-evolution-ee3405568597
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Inspired by Ising model in statistical physics, it 

consists of fully-connected variables with 

deterministic binary states and an energy function. 

It is a recurrent neural network (RNN).

It learns to memorize data via energy minimization, 

thus being able to simulate associative memory.
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• The “Perceptrons” book (Minsky and Papert 1969)

• Neocognitron (Fukushima 1979)

• Hopfield Networks (Hopfield 1982) 

• Boltzmann Machines (Hinton and Sejnowski 1983)

It generalizes Hopfield Networks by introducing 1) 

stochastic binary states 2) hidden/latent variables 

The study of deep (layer-structured) Boltzmann machines led 

to the inception of deep learning in 2006.

Image Credit: https://en.wikipedia.org/wiki/Boltzmann_machine

https://en.wikipedia.org/wiki/Boltzmann_machine
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 Lecun's demon of CNNs from 1993

https://www.youtube.com/watch?v=FwFduRA_L6Q
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• The “Perceptrons” book (Minsky and Papert 1969)

• Neocognitron (Fukushima 1979)

• Hopfield Networks (Hopfield 1982) 

• Boltzmann Machines (Hinton and Sejnowski 1983)

• Backpropagation (BP) (Kelley 1960, Bryson 1961, Dreyfus 1962, Bryson and Ho 1969, 

Linnainmaa 1970, Dreyfus, 1973, Werbos 1974, Rumelhart, Hinton, Williams 1986)

• Use BP to train CNNs for image recognition (LeCun et al. 1989)

• Long-short term memory (Hochreiter and Schmidhuber 1997)

It partially resolves the vanishing gradient problem in training RNNs!
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History of Deep Learning (Connectionism)

Image Credit: https://www.nytimes.com/2019/03/27/technology/turing-award-ai.html

Yann LeCun, Geoffrey Hinton, and Yoshua Bengio received the 2018 ACM A.M. Turing Award for conceptual 

and engineering breakthroughs that have made deep neural networks a critical component of computing.

https://www.nytimes.com/2019/03/27/technology/turing-award-ai.html


History of Deep Learning (Connectionism)

Image Credit: Ill. Niklas Elmehed © Nobel Prize Outreach

The Nobel Prize in Physics 2024 was 

awarded jointly to John J. Hopfield and 

Geoffrey E. Hinton "for foundational 

discoveries and inventions that enable 

machine learning with artificial neural 

networks"



History of Deep Learning (Connectionism)

• Deep belief networks (DBN) (Hinton et al. 2006)

• Breakthrough in speech recognition (Dahl et al. 2011)

• Breakthrough in computer vision: AlexNet (Krizhevsky et al. 2012), ResNet (He et al. 2016)

• Breakthrough in games: DQN for Atari (Minh et al. 2015), AlphaGO (Silver et al. 2016)

• Breakthrough in natural language processing: Seq2seq (Sutskever et al. 2014), Transformers 
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• Breakthrough in protein structure prediction: AlphaFold (Jumper et al. 2021)

      ……

The future depends on some graduate student who is deeply suspicious 
of everything I have said.

        - Geoffrey Hinton
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Applications of Deep Learning

Speech Recognition, Personal Assistants

Image Credit: https://www.techrepublic.com/article/apples-siri-the-smart-persons-guide/
https://www.pcmag.com/news/amazon-echo-vs-google-home-which-smart-speaker-is-best

https://www.techrepublic.com/article/apples-siri-the-smart-persons-guide/
https://www.pcmag.com/news/amazon-echo-vs-google-home-which-smart-speaker-is-best


Applications of Deep Learning

Computer Vision/Graphics, e.g., Object detection, Rendering

Image Credit: https://github.com/sergeyprokudin/smplpix
https://towardsdatascience.com/everything-you-ever-wanted-to-know-about-computer-vision-heres-a-look-why-it-s-so-awesome-e8a58dfb641e

https://github.com/sergeyprokudin/smplpix
https://towardsdatascience.com/everything-you-ever-wanted-to-know-about-computer-vision-heres-a-look-why-it-s-so-awesome-e8a58dfb641e


Applications of Deep Learning

Virtual/Augmented Reality

Image Credit: https://www.businessinsider.com/scott-galloway-metaverse-future-not-facebook-2021-8
https://www.forbes.com/sites/theyec/2019/02/06/augmented-reality-in-business-how-ar-may-change-the-way-we-work/?sh=36011cd851e5

https://www.businessinsider.com/scott-galloway-metaverse-future-not-facebook-2021-8
https://www.forbes.com/sites/theyec/2019/02/06/augmented-reality-in-business-how-ar-may-change-the-way-we-work/?sh=36011cd851e5


Applications of Deep Learning

Robotics, Autonomous Driving

Image Credit: https://techcrunch.com/2017/05/26/this-robot-arms-ai-thinks-like-we-do-about-how-to-grab-something/
https://techcrunch.com/2018/10/30/waymo-takes-the-wheel-self-driving-cars-go-fully-driverless-on-california-roads/

https://techcrunch.com/2017/05/26/this-robot-arms-ai-thinks-like-we-do-about-how-to-grab-something/
https://techcrunch.com/2018/10/30/waymo-takes-the-wheel-self-driving-cars-go-fully-driverless-on-california-roads/


Applications of Deep Learning

Protein structure prediction, Drug discovery

Image Credit: https://www.nature.com/articles/d41586-020-03348-4
https://medium.com/neuromation-blog/creating-molecules-from-scratch-i-drug-discovery-with-generative-adversarial-networks-9d42cc496fc6

https://www.nature.com/articles/d41586-020-03348-4
https://medium.com/neuromation-blog/creating-molecules-from-scratch-i-drug-discovery-with-generative-adversarial-networks-9d42cc496fc6


Applications of Deep Learning

Simulation of Weather Models, Fluid Simulation 

Image Credit: https://ai.googleblog.com/2019/07/learning-better-simulation-methods-for.html
https://meerasridhar23.medium.com/lets-10x-physics-simulations-38ad6fc5cae5

Satellite photo of a hurricane, at both full resolution and simulated 
resolution in a state-of-the-art weather model. Cumulus clouds (e.g., in the 
red circle) are responsible for heavy rainfall, but in the weather model the 
details are entirely blurred out.

https://ai.googleblog.com/2019/07/learning-better-simulation-methods-for.html
https://meerasridhar23.medium.com/lets-10x-physics-simulations-38ad6fc5cae5


Applications of Deep Learning

Text/Program Generation

Image Credit: https://techcrunch.com/2020/11/12/othersideai-raises-2-6m-to-let-gpt-3-write-your-emails-for-you/
https://techcrunch.com/2021/06/29/github-previews-new-ai-tool-that-makes-coding-suggestions/

https://techcrunch.com/2020/11/12/othersideai-raises-2-6m-to-let-gpt-3-write-your-emails-for-you/
https://techcrunch.com/2021/06/29/github-previews-new-ai-tool-that-makes-coding-suggestions/


Applications of Deep Learning

Competitive Programming (AlphaCode)

Image Credit: https://www.deepmind.com/blog/competitive-programming-with-alphacode

https://www.deepmind.com/blog/competitive-programming-with-alphacode


Applications of Deep Learning

Chatbot (ChatGPT)

Image Credit: https://fstoppers.com/post-production/turning-ideas-animations-chatgpt-and-after-effects-621834

https://fstoppers.com/post-production/turning-ideas-animations-chatgpt-and-after-effects-621834


Applications of Deep Learning

Chatbot (ChatGPT)

Image Credit: https://medium.com/geekculture/chatgpt-4-jobs-that-will-change-or-be-fully-replaced-by-this-ai-powered-chatbot-97e8118b2475

https://medium.com/geekculture/chatgpt-4-jobs-that-will-change-or-be-fully-replaced-by-this-ai-powered-chatbot-97e8118b2475
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You can also find good DL/ML papers from top CV/NLP 
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Subareas of Deep Learning

You can get a rough sense of how quickly the area is evolving 

from keywords in ICLR 2024 submissions.

Top conferences in DL/ML:

• International Conference on Learning Representations (ICLR)

• Neural Information Processing Systems (NeurIPS)

• International Conference on Machine Learning (ICML)

You can also find good DL/ML papers from top CV/NLP 

conferences:

• Computer Vision and Pattern Recognition Conference (CVPR)

• International Conference on Computer Vision (ICCV)

• Annual Meeting of the Association for Computational Linguistics (ACL)

• Conference on Empirical Methods in Natural Language Processing (EMNLP)

Image Credit: https://github.com/ranpox/iclr2024-openreview-submissions

https://github.com/ranpox/iclr2024-openreview-submissions


Relationships w. ML & AI 

Image Credit: https://k21academy.com/datascience/deep-learning/dl-vs-ml/

Aims at mimicking and surpassing 

human intelligence 

Aims at building machines that 

can learn from data

Aims at building neural networks 

that can mimic and surpass human 

intelligence

https://k21academy.com/datascience/deep-learning/dl-vs-ml/
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Image Credit: https://k21academy.com/datascience/deep-learning/dl-vs-ml/

Aims at mimicking and surpassing 

human intelligence 

Aims at building machines that 

can learn from data

Aims at building neural networks 

that can mimic and surpass human 

intelligence

DL brings new techniques and pushes capabilities of AI to an 

unprecedented level! 

https://k21academy.com/datascience/deep-learning/dl-vs-ml/
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DL/ML vs. Statistics

• Some believe ML = Statistics

Yes. Both aim at building models to get knowledge from data and share a lot in methodologies.

No. ML emphasizes more about computation and prediction, whereas statistics cares other things like model 

checking and hypothesis testing.  
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A Bit More About AI 

Symbolism vs. Connectionism

• Symbolic AI (a.k.a., GOFAI): top-down, logic, symbolic representations, reasoning w.o. much learning

    But it encounters severe difficulties (an excerpt from Wikipedia)

• Connectionist AI: bottom-up, biological realism, parallel distributed processing, learning

    But DL currently is not good at explicit (logical) reasoning



Image Credit: Yann Lecun, NIPS 2016

Taxonomy of DL/ML
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