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Reminders
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• PA2 has been released. You are about to implement a transformer from 

scratch.

• The detail of the final course project is posted in this repo.

• Additional leaderboard if you want to get extra points!

• DON’T wait till the last minute to start.

https://github.com/DSL-Lab/CPEN455HW-2024W2
https://huggingface.co/spaces/CPEN455-UBC/CPEN45524W2CourseProject


Introduction
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• I don’ t know how to code, but I’ d love to experience cutting-edge AI 

models.

• I don’ t understand the structure of Transformers, but I've been asked to 

train one to complete a course assignment.

• I only have one RTX 3090 GPU, but I want to train a large GPT model to 

accomplish my tasks.

Hugging Face



Hugging Face
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• GitHub for AI!



Transformers
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Transformers
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The  Transformers library provides a single API through which any 

Transformer model can be loaded, trained, and saved. 

• Ease of use

• Flexibility 

• Simplicity

Chat history with GPT4o

https://chatgpt.com/share/e/677f166e-4efc-800a-ad6b-7314e97be340


Installation
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• Transformers is tested on Python 3.6+, PyTorch 1.1.0+, TensorFlow 

2.0+, and Flax.

Install with pip

Install with Conda

Follow the instructions: 

https://huggingface.co/docs/transformers/en/installation 

https://huggingface.co/docs/transformers/en/installation


Basic Usage
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• The most basic object in the Transformers library is the pipeline() 

function.



Basic Usage
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• The most basic object in the Transformers library is the pipeline() 

function.



Behind the pipeline
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Tokenizer
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Tokenizer
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• Splitting the input into words, subwords, or symbols (like punctuation) that 

are called tokens.

• Mapping each token to an integer [Token ID].

• Adding additional inputs that may be useful to the model.



Tokenizer
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Models

•  Transformers provides an AutoModel class which also has a 

from_pretrained() method:
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Models

• If you know the type of model you want to use, you can use the class that 

defines its architecture directly.
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Model heads

• The model heads take the high-dimensional vector of hidden states as input 

and project them onto a different dimension.
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Model heads

• The model heads take the high-dimensional vector of hidden states as input 

and project them onto a different dimension.
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Model heads

• There are many different architectures available in Transformers, with 

each one designed around tackling a specific task.
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• *Model (retrieve the hidden states)

• *ForCausalLM

• *ForMaskedLM

• *ForMultipleChoice

• *ForQuestionAnswering

• *ForSequenceClassification

• *ForTokenClassification

• and others 



Postprocessing the output

• Covert logits to probability
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Inference 

• Put all these processes to together
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Training

• How to train or fine-tune a model using  Transformers
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Processing the data

• Loading a dataset from the Hub
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Processing the data

• Pre-processing the data
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Processing the data

• Get batch!
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Processing the data

• The whole process
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Training

• Specify the training arguments
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• Define our model



Training

• Define a Trainer
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• Start training



Evaluation

• Define a compute_metrics() function:
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• Start training



Pixel CNN
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Autoregressive Models

We are a given n-dimensional data x

Graphical model:

…
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PixelCNNs

Autoregressive model for images.

       is pixel value, e.g., {0, 1, …, 255}

    = height × width

Every term                           is modeled by the same CNN (softmax readout)



Conditioned on all pixels 

that are top-left! 

Image Credit: [1]

One can also vectorize an 

image as a sequence and 

use RNNs to build the 

autoregressive model, 

e.g., PixelRNNs [2].

PixelCNNs



Autoregressive conditioning again along channels:

What About Color Images?



1. Mask Input

2. Convolution

Image Credit: [1]

How to Implement?



For each image, we need 𝐻 ×
 𝑊 masks and convolutions to 

compute the likelihood!

Image Credit: [1]

How to Implement?



Masked Filter + Smart Stack of Regular Convolutions!

Image Credit: [1]

Solutions in PixelCNNs



Masked 3 ×  3 filter
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Masked Filter
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Masked 3 ×  3 filter
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Masked 3 ×  3 filter
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Masked 3 ×  3 filter

Naively applying masked filter causes blind spots (blue area)!

Masked Filter



Applying two stacks of masked convolutions!

Image Credit: [1]

How to Resolve Blind Spots?



Horizontal Stack (Implemented by masked 2D convolution)

Horizontal Mask 1

Horizontal Mask 2

How to Resolve Blind Spots?



o x

Horizontal Stack (Implemented by masked 2D convolution)

Horizontal Mask 1

Mask 1 → Mask 2 → ... → Mask 2

How to Resolve Blind Spots?



Horizontal Stack (Implemented by masked 2D convolution)

Horizontal Mask 1

Mask 1 → Mask 2 → ... → Mask 2

Avoid using information at current location!

o x

How to Resolve Blind Spots?



Horizontal Stack (Implemented by masked 2D convolution)

Horizontal Mask 1

Mask 1 → Mask 2 → ... → Mask 2

Note that the same masked filter is convolved everywhere!

Avoid using information at current location!

o x

How to Resolve Blind Spots?



Horizontal Stack (Implemented by masked 2D convolution)

Mask 1 → Mask 2 → ... → Mask 2

Horizontal Mask 2

How to Resolve Blind Spots?



Horizontal Stack (Implemented by masked 2D convolution)

Mask 1 → Mask 2 → ... → Mask 2

o o

Horizontal Mask 2

How to Resolve Blind Spots?



Horizontal Stack (Implemented by masked 2D convolution)

Mask 1 → Mask 2 → ... → Mask 2

Horizontal Mask 2

o o

How to Resolve Blind Spots?



Horizontal Stack (Implemented by masked 2D convolution)

Mask 1 → Mask 2 → ... → Mask 2

Horizontal Mask 2

o o

How to Resolve Blind Spots?



Vertical Stack (Implemented by masked 2D convolution)

Vertical Mask 1

How to Resolve Blind Spots?



Vertical Stack (Implemented by masked 2D convolution)

Vertical Mask 1

Avoid using information at current location!

How to Resolve Blind Spots?s



Vertical Stack (Implemented by masked 2D convolution)

Vertical Mask 1

Applying vertical masked filter causes blind spots (blue area) too!

How to Resolve Blind Spots?



Vertical Stack (Implemented by masked 2D convolution)

Vertical Mask 1

Vertical Mask 2

We again use two masked filters to remove blind spots!

How to Resolve Blind Spots?



Vertical Stack (Implemented by masked 2D convolution)

Mask 1 → Mask 2 → ... → Mask 2

Vertical Mask 1

How to Resolve Blind Spots?



Vertical Stack (Implemented by masked 2D convolution)

Mask 1 → Mask 2 → ... → Mask 2

Vertical Mask 1

Note that the same masked filter is convolved everywhere!

How to Resolve Blind Spots?



Vertical Stack (Implemented by masked 2D convolution)

Mask 1 → Mask 2 → ... → Mask 2

o o o
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Vertical Mask 1

How to Resolve Blind Spots?



Vertical Stack (Implemented by masked 2D convolution)

Mask 1 → Mask 2 → ... → Mask 2
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Vertical Mask 1

How to Resolve Blind Spots?



Vertical Stack (Implemented by masked 2D convolution)

Mask 1 → Mask 2 → ... → Mask 2
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How to Resolve Blind Spots?



Vertical Stack (Implemented by masked 2D convolution)

Mask 1 → Mask 2 → ... → Mask 2
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Vertical Mask 1

How to Resolve Blind Spots?



Vertical Stack (Implemented by masked 2D convolution)
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Vertical Mask 1

How to Resolve Blind Spots?



Vertical Stack (Implemented by masked 2D convolution)

Mask 1 → Mask 2 → ... → Mask 2
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Vertical Mask 1

How to Resolve Blind Spots?



Vertical Stack (Implemented by masked 2D convolution)

Mask 1 → Mask 2 → ... → Mask 2

Vertical Mask 2
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How to Resolve Blind Spots?



Vertical Stack (Implemented by masked 2D convolution)

Mask 1 → Mask 2 → ... → Mask 2

Vertical Mask 2
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How to Resolve Blind Spots?



Vertical Stack (Implemented by masked 2D convolution)

Mask 1 → Mask 2 → ... → Mask 2

Vertical Mask 2
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How to Resolve Blind Spots?



Combine Horizontal and Vertical Stacks

Layer 1 → Layer 2 → ... → Layer L

Vertical Mask 1

Horizontal Mask 1

How to Resolve Blind Spots?



Combine Horizontal and Vertical Stacks

Layer 1 → Layer 2 → ... → Layer L

Vertical Mask 2

Horizontal Mask 2

How to Resolve Blind Spots?



Combine Horizontal and Vertical Stacks

Layer 1 → Layer 2 → ... → Layer L

Vertical Mask 2

Horizontal Mask 2

How to Resolve Blind Spots?



Combine Horizontal and Vertical Stacks

Layer 1 → Layer 2 → ... → Layer L

Vertical Mask 2

Horizontal Mask 2

How to Resolve Blind Spots?



Combine Horizontal and Vertical Stacks

Layer 1 → Layer 2 → ... → Layer L

Vertical Mask 2

Horizontal Mask 2

How to Resolve Blind Spots?



Horizontal

Vertical

Image

Horizontal

Vertical

...

Horizontal

Vertical

Output

PixelCNN Process 



Gated Convolutions

Vertical Horizontal

Image Credit: [1]

PixelCNN Architecture



+ Parallel Training 

       One forward pass to compute losses at all locations (i.e., all conditional probabilities)!

+ Strong Performances

       PixelCNN++ [3] further improves performances by:

1. Softmax → discretized mixture of logistic distributions

2. Downsample & upsample, dropout, skip connections, etc. 

Image Credit: [3]

Pixel intensity distribution

Pros 



+ Parallel Training 

       One forward pass to compute losses at all locations (i.e., all conditional probabilities)!

+ Strong Performances

       PixelCNN++ [3] further improves performances by:

 1. Softmax → discretized mixture of logistic distributions

 2. Downsample & upsample, dropout, skip connections, etc. 

- Slow Sampling

       This is due to the sequential nature of autoregressive sampling.

       It could be further improved by methods, e.g., [5].

Pros vs Cons



References

Hugging Face  : https://huggingface.co/

Transformers  : https://huggingface.co/docs/transformers/en/index

More courses : https://huggingface.co/learn/nlp-course

75

[1] van den Oord, A., et al. “Conditional Image Generation with PixelCNN Decoders.” In Advances in Neural Information 
Processing Systems 29, pp. 4790–4798 (2016).  

[2] van den Oord, A., et al. “Pixel Recurrent Neural Networks.” arXiv preprint arXiv:1601.06759 (2016).  

[3] Salimans, Tim, et al. “PixelCNN++: Improving the PixelCNN with Discretized Logistic Mixture Likelihood and Other 
Modifications.” arXiv preprint arXiv:1701.05517 (2017).

[4] https://uvadlc-notebooks.readthedocs.io/en/latest/tutorial_notebooks/tutorial12/Autoregressive_Image_Modeling.html

[5] Song, Y., Meng, C., Liao, R. and Ermon, S., 2021, July. Accelerating feedforward computation via parallel nonlinear 
equation solving. In International Conference on Machine Learning (pp. 9791-9800). PMLR.

[6] https://en.wikipedia.org/wiki/Logistic_distribution 

https://huggingface.co/
https://huggingface.co/docs/transformers/en/index
https://huggingface.co/learn/nlp-course
https://uvadlc-notebooks.readthedocs.io/en/latest/tutorial_notebooks/tutorial12/Autoregressive_Image_Modeling.html
https://en.wikipedia.org/wiki/Logistic_distribution

	Default Section
	Slide 1: Hugging Face 🤗 Transformers
	Slide 2: Reminders
	Slide 3: Introduction
	Slide 4: Hugging Face🤗
	Slide 5: Transformers
	Slide 6: Transformers
	Slide 7: Installation
	Slide 8: Basic Usage
	Slide 9: Basic Usage
	Slide 10: Behind the pipeline
	Slide 11: Tokenizer
	Slide 12: Tokenizer
	Slide 13: Tokenizer
	Slide 14: Models
	Slide 15: Models
	Slide 16: Model heads
	Slide 17: Model heads
	Slide 18: Model heads
	Slide 19: Postprocessing the output
	Slide 20: Inference 
	Slide 21: Training
	Slide 22: Processing the data
	Slide 23: Processing the data
	Slide 24: Processing the data
	Slide 25: Processing the data
	Slide 26: Training
	Slide 27: Training
	Slide 28: Evaluation
	Slide 29: Pixel CNN
	Slide 30
	Slide 31
	Slide 32
	Slide 33
	Slide 34
	Slide 35: How to Implement?
	Slide 36
	Slide 37: Masked Filter
	Slide 38
	Slide 39
	Slide 40: Masked Filter
	Slide 41: Masked Filter
	Slide 42: How to Resolve Blind Spots?
	Slide 43: How to Resolve Blind Spots?
	Slide 44: How to Resolve Blind Spots?
	Slide 45: How to Resolve Blind Spots?
	Slide 46: How to Resolve Blind Spots?
	Slide 47: How to Resolve Blind Spots?
	Slide 48: How to Resolve Blind Spots?
	Slide 49: How to Resolve Blind Spots?
	Slide 50: How to Resolve Blind Spots?
	Slide 51: How to Resolve Blind Spots?
	Slide 52: How to Resolve Blind Spots?s
	Slide 53: How to Resolve Blind Spots?
	Slide 54: How to Resolve Blind Spots?
	Slide 55: How to Resolve Blind Spots?
	Slide 56: How to Resolve Blind Spots?
	Slide 57: How to Resolve Blind Spots?
	Slide 58: How to Resolve Blind Spots?
	Slide 59: How to Resolve Blind Spots?
	Slide 60: How to Resolve Blind Spots?
	Slide 61: How to Resolve Blind Spots?
	Slide 62: How to Resolve Blind Spots?
	Slide 63: How to Resolve Blind Spots?
	Slide 64: How to Resolve Blind Spots?
	Slide 65: How to Resolve Blind Spots?
	Slide 66: How to Resolve Blind Spots?
	Slide 67: How to Resolve Blind Spots?
	Slide 68: How to Resolve Blind Spots?
	Slide 69: How to Resolve Blind Spots?
	Slide 70: How to Resolve Blind Spots?
	Slide 71: PixelCNN Process 
	Slide 72: PixelCNN Architecture
	Slide 73: Pros 
	Slide 74: Pros vs Cons
	Slide 75: References


