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Outline

• Intro to Conda environment

• Go through important functions

• How to integrate labels and picture?

• Potential numerical issue

• Important Hyperparameters

• How long it takes to train a conditional PixelCNN++?

• Interfaces + Takeaways

• Questions?



Intro to Conda Environment

• Install Pytorch
• pip install –r requirements.txt

https://pytorch.org/


Intro to Conda Environment

• Install Pytorch
• pip install –r requirements.txt

nvidia-smi

https://pytorch.org/


Dataset.py



Dataset.py



pcnn_train.py

label



Most important function in whole project:

Pictures
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ixelC

N
N

Features Loss_op Loss

discretized_mix_logistic_loss(x, l) line36 in utils.py

Short conclusion: the output of loss function should be of the form NLL



discretized_mix_logistic_loss(x, l)

Feature
(output of 

PCNN)

H * W * 100
100

Mean[i,j]: 30

Scale[i,j]: 30

Coeff[i,j]: 30

Weight[i,j]: 10

Feature[i,j]



100

Mean[i,j]: 30

Scale[i,j]: 30

Coeff[i,j]: 30

weight[i,j]: 10

Mean[i,j]: 10 * 3 Coeff[i,j]: 10 * 3Scale[i,j]:  10 * 3 weight[i,j]: 10 * 1

discretized_mix_logistic_loss(x, l)



100

Mean[i,j]: 30

Scale[i,j]: 30

Coeff[i,j]: 30

weight[i,j]: 10

Mean[i,j,k]: 3

weight[i,j]: 10 * 1

Scale[i,j,k]: 3 Coeff[i,j,k]: 3 weight[i,j,k]:  1

discretized_mix_logistic_loss(x, l)

Mean[i,j]: 10 * 3 Scale[i,j]:  10 * 3 Coeff[i,j]: 10 * 3



Mean[i,j,k]: 3 Scale[i,j,k]: 3 Coeff[i,j,k]: 3 weight[i,j,k]:  1

discretized_mix_logistic_loss(x, l)



Mean[i,j,k]: 3 Scale[i,j,k]: 3 Coeff[i,j,k]: 3

Mean[i,j,k,v], v = 0,1,2 Scale[i,j,k,v], v = 0,1,2 Coeff[i,j,k,v], v = 0,1,2

weight[i,j,k]:  1

discretized_mix_logistic_loss(x, l)

Note: equation from the original paper has a typo.



Mean[i,j,k]: 3 Scale[i,j,k]: 3 Coeff[i,j,k]: 3

Mean[i,j,k,v], v = 0,1,2 Scale[i,j,k,v], v = 0,1,2 Coeff[i,j,k,v], v = 0,1,2

weight[i,j,k]:  1

discretized_mix_logistic_loss(x, l)



Mean[i,j,k,v], v = 0,1,2 Scale[i,j,k,v], v = 0,1,2 Coeff[i,j,k,v], v = 0,1,2

weight[i,j,k]:  1

Mean

Scale

discretized_mix_logistic_loss(x, l)



Feature
(output of 

PCNN)

H * W * 100

100

Mean[i,j]: 30

Scale[i,j]: 30

Coeff[i,j]: 30

Weight[i,j]: 10

discretized_mix_logistic_loss(x, l)



Mean[i,j,k,v], v = 0,1,2 Coeff[i,j,k,v], v = 0,1,2

discretized_mix_logistic_loss(x, l)



discretized_mix_logistic_loss(x, l)



For numerical stability

discretized_mix_logistic_loss(x, l)



Short conclusion: 
If you want to get the log prob of each picture,  you should modify the last line 

discretized_mix_logistic_loss(x, l)



How to integrate labels and picture?

• How to encode labels?
• How to integrate it with pictures?
some hints from Positional Encoding:
1. Encode the label into a tensor (positional encoding in PA2)
2. Integrate it with input embedding



Text and image integration

Different position has different impact
explore it by yourself.



Potential numerical issue



Important Hyperparameters



How long it takes to train a conditional PixelCNN++?
https://wandb.ai/qihangz-work/CPEN455HW?nw=nwuserqihangz

https://wandb.ai/qihangz-work/CPEN455HW?nw=nwuserqihangz


Interfaces

• Generation_evaluation.py
• Fréchet Inception Distance

• Classification_evaluation.py
• Validation set accuracy

• Note that test set is for the final grading



Takeaways

• The logistic mixture model is more stable and achieves higher log-likelihood 
scores. It captures pixel dependencies and results in smoother, more natural 
image generation.

• Instead of using a fully autoregressive approach, PCNN++ implements two-stream 
processing, improving spatial coherence and long-range dependencies.

• Use downsampling to efficiently capture structure at multiple resolutions. Use a 
coarse-to-fine hierarchical approach, modeling a lower-resolution version first, 
then refining details.



Questions?
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