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Transformer

[*] Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N. Gomez, Lukasz Kaiser, Illia Polosukhin. 2017. 
Attention Is All You Need. NIPS 2017.

• Transformer architecture [*] has been used in nearly all the LLMs that 
are being used today

• New architectures are being developed: Mamba, a State Space Model
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Transformer

[*] Maarten Grootendorst. A Visual Guide to Mamba and State Space Models.https://www.maartengrootendorst.com/blog/mamba/

https://www.maartengrootendorst.com/blog/mamba/
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RNNs

[*] Maarten Grootendorst. A Visual Guide to Mamba and State Space Models.https://www.maartengrootendorst.com/blog/mamba/

https://www.maartengrootendorst.com/blog/mamba/
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Best of Two Worlds?

[*] Maarten Grootendorst. A Visual Guide to Mamba and State Space Models.https://www.maartengrootendorst.com/blog/mamba/

?

https://www.maartengrootendorst.com/blog/mamba/
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State Space Model (SSM)

[*] Albert Gu, Karan Goel, Christopher Ré. 2021. Efficiently Modeling Long Sequences with Structured State Spaces. ICLR.

• SSMs [*] Traditionally used in control theory to model a dynamic 
system via state variables

• Models used to describe these state representations and make 
predictions of what their next state could be depending on some input
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State Space Model (SSM)

[*] Maarten Grootendorst. A Visual Guide to Mamba and State Space Models.https://www.maartengrootendorst.com/blog/mamba/

At time t
• x(t) input sequence - Continuous
• h(t) current state
• y(t) output sequence - Continuous

https://www.maartengrootendorst.com/blog/mamba/
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State Space Model (SSM)

• SSMs assume that dynamic systems, such as an object moving in 3D 
space, can be predicted from its state at time t through two equations.

- h’(t): the way the state is changing at time t

[*] Maarten Grootendorst. A Visual Guide to Mamba and State Space Models.https://www.maartengrootendorst.com/blog/mamba/

https://www.maartengrootendorst.com/blog/mamba/


10

The State Equation

A Matrix how the current state h, influences the future state
B Matrix how a given input affects each state variable

[*] Maarten Grootendorst. A Visual Guide to Mamba and State Space Models.https://www.maartengrootendorst.com/blog/mamba/

https://www.maartengrootendorst.com/blog/mamba/


11

The Output Equation

C Matrix the relationship between the internal state variables and the output y
D Matrix how the input directly influences the observed system output (often 
omitted)

[*] Maarten Grootendorst. A Visual Guide to Mamba and State Space Models.https://www.maartengrootendorst.com/blog/mamba/

https://www.maartengrootendorst.com/blog/mamba/
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SSM Overview

[*] Maarten Grootendorst. A Visual Guide to Mamba and State Space Models.https://www.maartengrootendorst.com/blog/mamba/

https://www.maartengrootendorst.com/blog/mamba/
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SSM Step-By-Step

[*] Maarten Grootendorst. A Visual Guide to Mamba and State Space Models.https://www.maartengrootendorst.com/blog/mamba/

https://www.maartengrootendorst.com/blog/mamba/
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SSM Step-By-Step

[*] Maarten Grootendorst. A Visual Guide to Mamba and State Space Models.https://www.maartengrootendorst.com/blog/mamba/

https://www.maartengrootendorst.com/blog/mamba/
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SSM Step-By-Step

[*] Maarten Grootendorst. A Visual Guide to Mamba and State Space Models.https://www.maartengrootendorst.com/blog/mamba/

https://www.maartengrootendorst.com/blog/mamba/
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SSM Step-By-Step

[*] Maarten Grootendorst. A Visual Guide to Mamba and State Space Models.https://www.maartengrootendorst.com/blog/mamba/

https://www.maartengrootendorst.com/blog/mamba/
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SSM Step-By-Step

[*] Maarten Grootendorst. A Visual Guide to Mamba and State Space Models.https://www.maartengrootendorst.com/blog/mamba/

State Space Model

https://www.maartengrootendorst.com/blog/mamba/
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Discretization

[*] Maarten Grootendorst. A Visual Guide to Mamba and State Space Models.https://www.maartengrootendorst.com/blog/mamba/

• Finding h(t) is challenging if you have continuous signal
• What if input is discrete (e.g. text sequence)

• Discrete input signal -> continuous input signal: Zero order hold technique

https://www.maartengrootendorst.com/blog/mamba/
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Discretization

[*] Maarten Grootendorst. A Visual Guide to Mamba and State Space Models.https://www.maartengrootendorst.com/blog/mamba/

• Finding h(t) is challenging if you have continuous signal
• What if input is discrete (e.g. text sequence)

• Discrete input signal -> continuous input signal: Zero order hold technique

Learnable Parameter

https://www.maartengrootendorst.com/blog/mamba/
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Discretization

[*] Maarten Grootendorst. A Visual Guide to Mamba and State Space Models.https://www.maartengrootendorst.com/blog/mamba/

• Finding h(t) is challenging if you have continuous signal
• What if input is discrete (e.g. text sequence)

• Continuous output signal -> discrete input signal

https://www.maartengrootendorst.com/blog/mamba/
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Discretization: Mathematically

[*] Maarten Grootendorst. A Visual Guide to Mamba and State Space Models.https://www.maartengrootendorst.com/blog/mamba/

https://www.maartengrootendorst.com/blog/mamba/
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Continuous and Discrete SSM

[*] Maarten Grootendorst. A Visual Guide to Mamba and State Space Models.https://www.maartengrootendorst.com/blog/mamba/

https://www.maartengrootendorst.com/blog/mamba/
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Recurrent Representation

[*] Maarten Grootendorst. A Visual Guide to Mamba and State Space Models.https://www.maartengrootendorst.com/blog/mamba/

Similar to RNN
+ Fast inference
- Slow training

https://www.maartengrootendorst.com/blog/mamba/
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Convolution Representation

[*] Maarten Grootendorst. A Visual Guide to Mamba and State Space Models.https://www.maartengrootendorst.com/blog/mamba/

State equation

Step 0: h0= B̄x0
Step 1: h1= Āh0 + B̄x1= ĀB̄x0 + B̄x1
Step 2: h2 = Āh1 + B̄x2= Ā2B̄x0 + ĀB̄x1+ B̄x2

Output equation
Step 0: y0= Ch0 = CB̄x0
Step 1: y1= Ch1= CĀB̄x0+ CB̄x1
Step 2: y2= Ch2= CĀ2B̄x0+ CĀB̄x1+CB̄x2

https://www.maartengrootendorst.com/blog/mamba/
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Convolution Representation

[*] Maarten Grootendorst. A Visual Guide to Mamba and State Space Models.https://www.maartengrootendorst.com/blog/mamba/

State equation

Step 0: h0= B̄x0
Step 1: h1= Āh0 + B̄x1= ĀB̄x0 + B̄x1
Step 2: h2 = Āh1 + B̄x2= Ā2B̄x0 + ĀB̄x1+ B̄x2

Output equation
Step 0: y0= Ch0 = CB̄x0
Step 1: y1= Ch1= CĀB̄x0+ CB̄x1
Step 2: y2= Ch2= CĀ2B̄x0+ CĀB̄x1+CB̄x2

https://www.maartengrootendorst.com/blog/mamba/
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Convolution Representation

[*] Maarten Grootendorst. A Visual Guide to Mamba and State Space Models.https://www.maartengrootendorst.com/blog/mamba/

https://www.maartengrootendorst.com/blog/mamba/
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SSM Three Representations

[*] Maarten Grootendorst. A Visual Guide to Mamba and State Space Models.https://www.maartengrootendorst.com/blog/mamba/

+ Parallel training
- Slow inference

https://www.maartengrootendorst.com/blog/mamba/
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SSM Three Representations

[*] Maarten Grootendorst. A Visual Guide to Mamba and State Space Models.https://www.maartengrootendorst.com/blog/mamba/

+ Parallel training
- Slow inference

Training ModeInference Mode

https://www.maartengrootendorst.com/blog/mamba/
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Linear Time Invariant (LTI)

[*] Maarten Grootendorst. A Visual Guide to Mamba and State Space Models.https://www.maartengrootendorst.com/blog/mamba/

• SSM parameters are fixed for all 
timestamps

• A, B, C matrices are the same for 
every generated token by SSM
– Static
– Not content-aware

https://www.maartengrootendorst.com/blog/mamba/
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‘A’ Matrix

[*] Maarten Grootendorst. A Visual Guide to Mamba and State Space Models.https://www.maartengrootendorst.com/blog/mamba/

• Captures information about previous state to generate the new state

• Depending on the value of matrix A:
– Remembering only a few previous tokens

or
– Capturing every token we have seen thus far 

• how can we create matrix A in a way that retains a large memory 
(context size)?
– HiPPO: High-order Polynomial Projection Operators

https://www.maartengrootendorst.com/blog/mamba/
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HiPPO

[*] Maarten Grootendorst. A Visual Guide to Mamba and State Space Models.https://www.maartengrootendorst.com/blog/mamba/

• Compress all input signals it has seen thus far into a vector of 
coefficients

https://www.maartengrootendorst.com/blog/mamba/
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HiPPO

[*] Maarten Grootendorst. A Visual Guide to Mamba and State Space Models.https://www.maartengrootendorst.com/blog/mamba/

• Capture recent tokens well
• Decays older tokens

https://www.maartengrootendorst.com/blog/mamba/
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The S4 SSM

[*] Maarten Grootendorst. A Visual Guide to Mamba and State Space Models.https://www.maartengrootendorst.com/blog/mamba/

https://www.maartengrootendorst.com/blog/mamba/
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The S4 SSM

[*] Maarten Grootendorst. A Visual Guide to Mamba and State Space Models.https://www.maartengrootendorst.com/blog/mamba/

+ Handle long sequences

- Perform poorly on certain tasks that require the ability to focus on 
or ignore particular inputs
– Selective copying
– Induction heads

https://www.maartengrootendorst.com/blog/mamba/


• Compress data selectively into the state
– Parameters need to be dependent on input

• Mamba makes matrices B, C, and step size Δ dependent on input
– For every input token, different B and C 
– Context-aware
– Smaller Δ, ignores the word using context more
– Bigger Δ, focuses on the word more than context
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Mamba: Dynamic Matrices

[*] Maarten Grootendorst. A Visual Guide to Mamba and State Space Models.https://www.maartengrootendorst.com/blog/mamba/

https://www.maartengrootendorst.com/blog/mamba/


• Matrix A remains static
– State is static
– The way it is influenced (B and C) is dynamic

• Cannot use convolution representation
– Matrices are dynamic
– Convolution representation assumes a fixed kernel

• Only the recurrent representation 
– Lose the parallelization
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Mamba: Dynamic Matrices

[*] Maarten Grootendorst. A Visual Guide to Mamba and State Space Models.https://www.maartengrootendorst.com/blog/mamba/

https://www.maartengrootendorst.com/blog/mamba/


• Recurrent computations (scan operation)

37

Mamba: Parallel Scan

[*] Maarten Grootendorst. A Visual Guide to Mamba and State Space Models.https://www.maartengrootendorst.com/blog/mamba/

https://www.maartengrootendorst.com/blog/mamba/


• Calculate sequences in parts and iteratively combine
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Mamba: Parallel Scan

[*] Maarten Grootendorst. A Visual Guide to Mamba and State Space Models.https://www.maartengrootendorst.com/blog/mamba/

https://www.maartengrootendorst.com/blog/mamba/


• SRAM: small but highly efficient
• DRAM: large but less efficient

• Transfers between SRAM and DRAM are slow
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Mamba: Hardware

[*] Maarten Grootendorst. A Visual Guide to Mamba and State Space Models.https://www.maartengrootendorst.com/blog/mamba/

https://www.maartengrootendorst.com/blog/mamba/


• Limit the number of SRAM-DRAM transfers

• Kernel fusion: continuously perform computations until it’s done
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Mamba: Hardware

[*] Maarten Grootendorst. A Visual Guide to Mamba and State Space Models.https://www.maartengrootendorst.com/blog/mamba/

https://www.maartengrootendorst.com/blog/mamba/


• Intermediate states are not saved but recomputed whenever necessary
• Seems inefficient but much less costly than reading intermediate states 

from DRAM
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Mamba: Hardware

[*] Maarten Grootendorst. A Visual Guide to Mamba and State Space Models.https://www.maartengrootendorst.com/blog/mamba/

https://www.maartengrootendorst.com/blog/mamba/
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Mamba: Selective SSM / S6 Model

[*] Maarten Grootendorst. A Visual Guide to Mamba and State Space Models.https://www.maartengrootendorst.com/blog/mamba/

https://www.maartengrootendorst.com/blog/mamba/
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Mamba: Mamba Block

[*] Maarten Grootendorst. A Visual Guide to Mamba and State Space Models.https://www.maartengrootendorst.com/blog/mamba/

 Basis of most SSM architectures

https://www.maartengrootendorst.com/blog/mamba/
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Mamba: Mamba Block

[*] Maarten Grootendorst. A Visual Guide to Mamba and State Space Models.https://www.maartengrootendorst.com/blog/mamba/

 Basis of most SSM architectures

Prevent independent 
token calculations

https://www.maartengrootendorst.com/blog/mamba/
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Mamba

[*] Maarten Grootendorst. A Visual Guide to Mamba and State Space Models.https://www.maartengrootendorst.com/blog/mamba/

Mamba

https://www.maartengrootendorst.com/blog/mamba/
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Experiments: Synthetic Tasks

Perfectly 
solved by 

Linear Time 
Invariant (LTI) 

SSMs!
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Experiments: Synthetic Tasks

Perfectly 
solved by 

Linear Time 
Invariant (LTI) 

SSMs!
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Experiments: Synthetic Tasks

Perfectly 
solved by 

Linear Time 
Invariant (LTI) 

SSMs!

Different kernel for 
different time/position
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Experiments: Synthetic Tasks

• Need to actually look at the content of the input sequence

• SSM + Selection (i.e. data-dependent dynamics)

Can’t just 
memorize the 

timesteps!
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Experiments: Synthetic Tasks
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Experiments: Synthetic Tasks

• Context-based retrieval and copy

• Also requires data-dependent dynamics
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Experiments: Synthetic Tasks
Perfect performance!
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Language Modeling: Scaling Law

• Mamba scales better than other attention-free models
• Mamba is the first attention-free approach to match a very strong 

Transformer
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Language Modeling: Downstream Tasks
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DNA Modeling

● Pretrain on HG38 human 

genome tokens (next-token 

prediction)

● Size scaling: Mamba improves 

smoothly and scales better than 

HyenaDNA / Transformer++

● Length scaling: Mamba keeps 

improving up to ~1M tokens; 

HyenaDNA degrades with length
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DNA Modeling

Intuition on context length scaling: Without the selection 

mechanism, the long input sequence may be very noisy!
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DNA Modeling: Synthetic Species Classification

• Classify between the five 
great apes species 
(human, chimpanzee, 
gorilla, orangutan, 
bonobo).

• Shares 99% of their DNA!
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Audio Modeling

• Baseline: SaShiMi 
architecture (U-Net with 
alternating S4 and MLP 
blocks)

• Replace S4+MLP blocks with 
Mamba blocks

• Dataset: YouTubeMix (4 hours 
of solo piano music)

• Uses complex number 
parameterization
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Audio Generation

• Benchmark: SC09, 1-second clips of digits “zero” through “nine”
• Small Mamba model outperforms SOTA (and much larger) GAN or 

diffusion models
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Speed and Throughput
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Ablation



62

Summary

• State space models (SSMs) become competitive with Transformers once you add

– Selectivity (input-dependent dynamics): choose what to keep/forget based on content

– Implement the computation in a hardware-aware way.

• Possible future directions:

– Have a better theoretical algorithm for the recurrence that does not rely on specific 

hardware accelerations

– Mamba 2: More theory; connects SSMs and attentions through a special family of 

matrices

– Mamba 3: A more expressive discretization rule; complex-valued state space update; 

more efficient decoding



END
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Space State

[*] Maarten Grootendorst. A Visual Guide to Mamba and State Space Models.https://www.maartengrootendorst.com/blog/mamba/

• A State Space contains the minimum number of variables that fully 
describe a system

• It is a way to mathematically represent a problem by defining a 
system’s possible states

https://www.maartengrootendorst.com/blog/mamba/
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Selective Scan Algorithm

[*] Maarten Grootendorst. A Visual Guide to Mamba and State Space Models.https://www.maartengrootendorst.com/blog/mamba/

https://www.maartengrootendorst.com/blog/mamba/

